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● Fact verification involves predicting the veracity of a 
claim based on retrieved evidence. 

● A typical fact-checking system consists of two main 
stages: evidence retrieval and veracity prediction.

● While significant progress has been made in this 
field, current research faces challenges in dealing 
with complex, multi-hop reasoning and providing 
explanations for verdicts. 

● To address these limitations, we introduce a new 
dataset for multi-hop explainable fact verification. 

● This dataset aims to promote the development of 
more advanced fact-checking systems capable of 
handling complex claims and providing transparent 
explanations for their verdicts.

A sample in the proposed dataset EX-FEVER. The textual 
explanation in different colors refers to the information in 
different documents.

Table1: Data Statistics 
with different number of 
hops and different label 
classes. The average 
claim length and 
explanation length in 
word level are reported.

Table2: Retrieve Model Performance Comparison

Table3: Generated Summary Metrics Comparison

Table4: Verify Model Comparison. The accuracy 
(%) of each model is reported

We use LLMs in the fact checking task in two directions: 
1. Directly using LLMs as an actor
2. Using LLMs as a planner 
We both evaluate the verdict accuracy and the ability of 
LLMs to generate explanations.

● Dataset Introduction: We present a publicly accessible 
fact-checking dataset, EX-FEVER, with over 60,000 
multi-hop claims and detailed annotations for understanding 
veracity assessments.

● System Design: Our comprehensive system includes 
retrieval, summarization for explanation, and verification 
stages, highlighting the dataset's significance.

● LLM Investigations: Preliminary studies with the 
GPT-3.5-turbo model show that using LLMs as planners 
yields better performance than as actors, particularly in 
generating explanations.

● Improvement Potential: Despite the capabilities of LLMs, 
there is substantial room for enhancement in the 
fact-checking process.

● Benchmarking Value: EX-FEVER serves as a crucial 
benchmark for advancing explainable multi-hop 
fact-checking, aiding in reliability and informed 
decision-making across various fields.

The baseline system comprises three stages: document retrieval, 
summary generation as explanations, and verdict prediction. The 
system produces two main outputs: a veracity label and a 
summary that serves as an explanation for the prediction.

Table5: Use LLM as an actor or a planner. The accuracy 
(%) of each model is reported.


